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Abstract

In this paper, we propose a novel channel pruning
method to reduce the computational and storage costs of
Convolutional Neural Networks (CNNs). Many existing
one-shot pruning methods directly remove redundant struc-
tures, which brings a huge gap between the model before
and after network pruning. This gap will no doubt result
in performance loss for network pruning. To mitigate this
gap, we first learn a target sub-network during the model
training process, and then we use this sub-network to guide
the learning of model weights through partial regulariza-
tion. The target sub-network is learned and produced by
using an architecture generator, and it can be optimized ef-
ficiently. In addition, we also derive the proximal gradi-
ent for our proposed partial regularization to facilitate the
structural alignment process. With these designs, the gap
between the pruned model and the sub-network is reduced,
thus improving the pruning performance. Empirical re-
sults also suggest that the sub-network found by our method
has a much higher performance than the one-shot pruning
setting. Extensive experiments show that our method can
achieve state-of-the-art performances on CIFAR-10 and Im-
ageNet with ResNets and MobileNet-V2.

1. Introduction
Convolutional Neural Networks (CNNs) have achieved

many successes in different computer vision tasks [27, 46,
47, 50, 2, 6, 11]. To tackle real-world challenges, re-
cent CNNs [27, 51, 14] become larger and larger regard-
ing width, depth, etc. With such capacities, CNNs can ob-
tain better performance on different benchmarks at the cost
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of computational and storage burdens. At the same time,
with the recent developments of mobile and embedded de-
vices, the demand for deploying CNNs on these devices has
increased dramatically. However, there is a natural con-
flict between the size of CNNs and the hardware capabil-
ity of these devices. To overcome these challenges, many
works [13, 12] try to reduce the size of CNNs, and make
them possible to be deployed on edge devices.

There are many directions to reduce the size of CNNs.
Among them, weight pruning and structural pruning are
two popular topics. Structural pruning, especially channel
pruning, is more friendly to hardware than weight pruning
since no post-processing steps are required to acquire sav-
ings in computational and storage costs. Thus, our paper
focuses on channel pruning for CNNs. Many existing one-
shot pruning works [44, 56, 9, 42, 17, 8] prune trained mod-
els directly. No matter what method is used, there will be
a significant gap between the selected sub-network and the
pruned model. Such a gap creates difficulties in regaining
performance during the fine-tuning process. On the other
hand, soft pruning methods [16, 23] softly remove struc-
tures during the training process, which can produce good
results with a shorter fine-tuning process. However, soft
pruning methods generally perform worse than typical one-
shot pruning methods, probably because the weight space is
restricted during the training process because of soft prun-
ing.

To tackle the above problems, we introduce a novel par-
tial regularization technique to align model weights and the
discovered sub-network during the training process, which
can produce a high performance sub-network and reduce
the gap between the sub-network and the original model.
In addition, unlike soft-pruning methods, all model struc-
tures are used for training. The partial regularization term
contains a partial group lasso regularization on selected
weights, and other weights remain intact without modifica-
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tions. An architecture generator is trained to select which
weights should be aligned, and it is also updated during
the training process. Our partial regularization formulation
is related to partial regularization in lasso [40]. Inspired
by the nonmonotone proximal gradient (NPG) method used
in [40], we also use a proximal gradient method to solve the
partial regularization problem in our setting. Note that our
method dynamically changes which channels should be put
in the partial regularization. As a result, we add a scalar to
balance the regularization strength for different layers be-
cause the number of pruned channels is different for them.
To maximally keep the capacity of the original model, we
insert the partial regularization in the middle of the training
process. This is because weights are vulnerable to prun-
ing at the early training stage, and the FLOPs regularization
will dominate updates of the architecture generator, which
can create bad sub-networks and mislead the training pro-
cess. Finally, we update model weights and the architecture
generator periodically, and they are connected by the par-
tial regularization term during training. To maintain simi-
lar training efficiency as the original model, we only use a
small portion of samples to train the architecture generator.
Thus, there is only a small overhead compared to the orig-
inal training process. Our method successfully finds per-
formant sub-networks from the original model with these
techniques. In summary, the contributions of this paper can
be summarized as follows:

1) We propose to align the sub-network in the original
model with the final pruned model through partial
regularization. By structural alignment, the gap be-
tween the selected sub-network and the pruned model
is largely reduced, which naturally improves the per-
formance of the pruned model.

2) We use an architecture generator parameterized by
neural networks to select the proper sub-network struc-
ture and guide the partial regularization. Inspired by
partial regularization in lasso [40], we propose to solve
the partial regularization problem via proximal gradi-
ents, which facilitate the alignment process.

3) Empirical results show that the sub-network discov-
ered by our method performs much better than the
one-shot pruning setting. Extensive experiments on
CIFAR-10 and ImageNet show that our method outper-
forms existing channel pruning methods on ResNets
and MobileNet-V2.

2. Related Works
Weight-Level Pruning. Weight pruning removes re-

dundant connections based on individual weights. High
compression rates can be achieved by weight pruning, but
they can not directly achieve acceleration, and specially de-
signed sparse matrix libraries are required. One of the early

works [13] proposes to measure the importance of weights
with their L1 or L2 magnitude, and unimportant weights
are removed. Instead of magnitude, SNIP [28] updates the
importance of each weight by using gradients from the loss
function. SNIP can be used at the initialization time. The
assumption of the Lottery ticket hypothesis [7] suggests that
there exist sparse sub-networks (winning tickets) that can
achieve the performance of the full model. In addition, with
repeated training and fine-tuning, it can achieve better re-
sults. On the other hand, rethinking network pruning [39]
argues that the learned topology from pruning algorithms is
the key to achieving better performance. In addition, weight
rewinding [48] shows that resetting weights to values from
the middle training process can also produce good results.
Similar to weight rewinding, our method does not modify
weight training at the beginning, the partial regularization
is inserted in the middle training process.

Structural-Level Pruning. Different from weight prun-
ing, structural pruning is more friendly to hardware since
it requires little or no post-processing steps to achieve ac-
celeration. Similar to weight pruning, one of the early
structural pruning methods [29] measure the importance
of filters by using the sum of the absolute value of kernel
weights. Besides using the magnitude to measure chan-
nel or filter importance, other methods utilize the scaling
factor of batchnorm [21] to indicate which channels are
important because batchnorm [21] is popular for the de-
sign of recent CNNs [14, 49]. To prune channels, Liu et
al. [37] apply the sparse regularization to the scaling fac-
tors of batchnorm, and the channel will be pruned if the
corresponding scaling factor is small. Structure sparse se-
lection [20] introduces scaling factor to specific structures,
such as neurons, groups, or residual blocks, and the sparsity
regularization is applied to these structures. Structures with
small values will also be removed. Another line of research
formulates channel pruning as a constrained optimization
problem [24, 56, 9, 23, 59], and learnable parameters are
used to control each channel. These parameters are end-
to-end differentiable, which is amenable to gradient based
optimization methods. Our method is also related to these
researches. Different from these methods, the learning of
sub-networks accomplishes the training of model weights
in our method. In addition, we use partial regularization to
promote the selected sub-network, which reduces the gap
between the pruned model and the sub-network. Besides
using gates, Automatic Model Compression (AMC) [17]
uses policy gradient to update the policy network. This pol-
icy network is then used to decide the left width of each
layer. Collaborative channel pruning [44] prunes channels
by exploiting inter-channel dependency. Greedy forward
selection [55] starts from an empty network and greedily
adds Important channels from the full model. MetaPrun-
ing [38, 32] uses a hypernet to generate parameters for sub-
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Figure 1: Overview of the proposed method. The AGN generates the sub-network to guide the partial regularization during
the training process of model weights. The AGN is trained by evaluating sub-networks on a sub-set from the whole dataset.
Both model weights and AGN are trained in an end-to-end differentiable manner.

networks, and evolutionary algorithms are utilized to find
the best sub-networks. MetaPruning shows that pruning
should accomplish trained model weights.

Besides these pruning methods, regularization based
pruning methods can also be applied to structural pruning.
Previous works [54, 31] use group sparsity to prune differ-
ent structures. In addition to structural sparsity, structural
sharing is considered in other works [58, 10]. Our method
relates to regularization based methods; however, the for-
mulation of our partial regularization only aligns selected
channels dynamically, and other weights are intact.

Other Related Works. Besides the above-mentioned
methods, there are works from other perspectives, includ-
ing bayesian pruning [41, 43], weight quantization [4, 45],
and knowledge distillation [19].

3. Proposed Method
3.1. Overview

Before introducing our method, we first describe nota-
tions and provide an overview of our method. In a CNN,
the feature map of lth layer can be represented by Fl ∈
ℜCl×Wl×Hl , l = 1, . . . , L, where Cl is the number of chan-
nels, Hl and Wl are height and width of the current feature
map, L is the number of layers. Similarly, the weights of
lth layer can be written as Wl ∈ ℜCl×Cl−1×kl×kl , and kl is
the kernel size of this layer. The mini-batch dimension of
feature maps is ignored to simplify notations.

The core motivation of our proposed method is to reduce
the gap between the selected sub-network from the origi-

nal model and the pruned model. To achieve this goal, we
need two processes. First, we need to choose the desired
sub-network from the original model, and this sub-network
should also be updated when model weights are trained dur-
ing the learning process. Secondly, we use the sub-network
to guide the partial regularization term, which is used to
decide which weights should be regularized. In addition,
partial regularization should not be fixed to accommodate
the changes in the selected sub-network.

3.2. Learning the Sub-network

We use an Architecture Generator Network (AGN) to
generate the desired sub-network architecture v ∈ {0, 1}N ,
where 0 or 1 is used to depict the removal or keep of a chan-
nel, and N is the total number of channels from all layers.
The large parameterization space of AGN can facilitate the
learning of sub-network structures. To generate v, the fol-
lowing equation is used:

 \label {eq1} \begin {aligned} \mathbf {v} &= \textrm {AGN}(\Theta ), \end {aligned}   (1)

and AGN is composed of gated recurrent unit (GRU) [3]
and dense layers. In addition, Gumbel-Sigmoid [22] with
STE [1] are used to produce the final binary vector v, and
they are placed after the output of dense layers. More details
of AGN are provided in the supplementary materials.

Once we have v, we can apply it to the feature maps to
produce a sub-network. The feature map of the lth layer is
then modified as follows:  \label {eq2} \widehat {\mathcal {F}}_{l} = \mathbf {v}_l \odot \mathcal {F}_{l},     (2)
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where ⊙ is element-wise multiplication, vl is the architec-
ture vector of lth layer, and vl is resized to have the same
size of Fl. The feature map Fl is from the output of the
activation function. The overall loss function for generating
the desired sub-network is as follows:

 \label {eq3} \begin {aligned} \underset {\Theta }{\min }\ \mathcal {J}_{\theta }(\Theta ):= \mathcal L\big ({f}(x;\mathcal {W}, \mathbf {v}),y\big ) + \lambda \mathcal {R}_{\text {FLOPs}}(T( \mathbf {v}), p T_{\textrm {total}} ) \\ \end {aligned} 


 




  

(3)
where T (v) is the current FLOPs decided by the vector v,
Ttotal is the total FLOPs of the original model, p ∈ (0, 1] is a
hyperparameter deciding the remaining fraction of FLOPs,
λ is the hyper-parameter controlling the strength of FLOPs
regularization, f(x;W,v) is a CNN parameterized by W
and the sub-network structure is determined by the archi-
tecture vector v, L is the task loss function and RFLOPs is
the regularization term for FLOPs. The regularization term
RFLOPs is RFLOPs(x, y) = log(max(x, y)/y). With Eq. 3,
we can find promising sub-networks when training the AGN
and model weights periodically.

3.3. Partial Regularization

Given a sub-network v obtained from AGN, we can then
reduce the gap between the sub-network and the pruned
model and thus increase its performance. We can formu-
late the optimization problem with partial regularization as
follows:

 ~\label {eq4} \min _{\mathcal {W}}\ \mathcal {J}_{w}(\mathcal {W}):= \mathcal L\big ({f}(x;\mathcal {W}),y\big ) + \gamma \mathcal {R}_{w}(\mathcal {W}), 


 




  (4)

where Rw is the partial regularization term, and γ controls
the strength of the partial regularization. Rw has the fol-
lowing form:

 ~\label {eq5} {R}_{w}(\mathcal {W}) = \sum _{l=1}^{L} \sum _{i\in S_l} \frac {\hat {N}_l}{\hat {N}}\|{\mathcal {W}_l}_{[i,:,:,:]}\|_{\text {GL}}, 










 (5)

where N̂l =
∑

1−vl, N̂ =
∑

1−v and Sl = {i | if vl[i] =
0}. Sl contains the indices of pruned channels which are
decided by AGN. N̂l

N̂
is a scalar to adjust the regulariza-

tion strength given different layers. The numerator N̂l is
the number of pruned channels of the lth layer, and the de-
nominator N̂ is the number of pruned channels from all
layers. It is easy to see that

∑L
l=1

N̂l

N̂
= 1. ∥x∥GL is the

norm of grouped weights for Group Lasso, and ∥x∥GL =√∑|x|
i=1 x

2
i where |x| represents the number of elements in

x. In Eq. 5, we assume the corresponding layer is pruned
across the output dimension. If it is pruned across the input
dimension, we have

∑
i∈Sl

∥Wl[:,i,:,:]∥GL.
The goal of using Group Lasso for our partial regulariza-

tion is to reduce the distance between the dense model and
the pruned model, other suitable functions may also be use-
ful, but we found that the partial regularization with Group

Algorithm 1: Structural Alignment for Network
Pruning

Input: D, DAGN ,p, λ, γ, E, Estart,
Initialization: initialize W and θ.
for e := 1 to E do

/* Optimizing model weights. Freeze
Θ of the AGN. */

for a mini-batch (x, y) in D do
1. calculate the gradients w.r.t model weights:
∇WL.

2. update model weights using any stochastic
optimizer.

3. if if e ≥ Estart then
generate v from the AGN by using Eq. 1.
apply the proximal gradient step following

Eq. 8.
end
/* Optimizing Θ of the AGN. Freeze

model weights W. */
if if e ≥ Estart then

for a mini-batch (x, y) in DAGN do
1. generate v from the AGN by using Eq. 1

and apply it to the model.
2. calculate gradients w.r.t to J in Eq. 3:
∇ΘJθ

3. update the AGN with ADAM
end

end
Pruning the model with resulting v, and fine-tuning it.

Lasso already produces good results. Another benefit of the
partial regularization Rw is that it will not penalize weights
that are not pruned. By doing so, we can avoid the problem
of overpenalizing all weights’ magnitude. In addition, v is
updated during the training process, and Rw will dynami-
cally regularize weights. As a result, v can flexibly change
instead of falling into a fixed sub-network during the opti-
mization process.

3.4. Proximal Gradients for Partial Regularization

Eq. 5 has a similar formulation of the partial regulariza-
tion of lasso [40]. In [40], the related optimization prob-
lem is solved via a nonmonotone proximal gradient (NPG)
method. However, NPG requires frequent evaluation of the
loss function to ensure the loss value after proximal gra-
dients is less or equal to the loss value before the update.
With CNNs, the costs of NPG are too large due to frequent
loss evaluations. As a result, we use a one-step proximal
gradient update to solve the problem defined in Eq. 4.

The proximal operator of Rw is defined as:

 ~\label {eq6} \text {prox}_{\gamma \mathcal {R}_{w}}(x) = \underset {y}{\arg \min }\
\gamma \mathcal {R}_{w}(y) + \frac {1}{2}\|x-y\|^2. 
 







  (6)

In Eq. 6, ∥x− y∥2 defines the sum of the square difference
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between x and y. We denote model weights after tth update
as Wt, and Wt+1 can be obtained by:

 ~\label {eq7} \mathcal {W}^{t+1} = \text {prox}_{\alpha ^{t+1}\gamma \mathcal {R}_{w}}(u( \mathcal {W}^{t},\alpha ^{t+1})),  
  (7)

where u(Wt, αt+1) is an update rule that can be applied
for many algorithms, and αt+1 is the learning rate at the
current step. Take SGD as an example, u(Wt, αt+1) =
Wt−αt+1∇WtL. With Eq. 6 and Eq. 7, model weights W
can then be updated with proximal gradients.

We now present the analytical solution to Eq. 6, so that
model weights can be efficiently updated. From the struc-
ture of Rw, we know that channels with indices i ∈ Sl will
be regularized. This is equivalent to not regularizing chan-
nels if i ̸∈ Sl. Consequently, we have the following form of
the proximal gradient operator:

 ~\label {eq8} \text {prox}_{\alpha \gamma \mathcal {R}_{w}}(\mathcal {W}_l)= \begin {cases} \frac {{\mathcal {W}_l}_{[i,:,:,:]}}{\|(1-\mathbf {v}_l)\odot \mathcal {W}_l\|_2}\max \Big (0, -{\frac {\hat {N}_l}{\hat {N}}}\alpha \gamma \\ \quad +\|(1-\mathbf {v}_l)\odot \mathcal {W}_l\|_2 \Big ),\ \text {if}\ i \in S_l,\\ {\mathcal {W}_l}_{[i,:,:,:]},\ \text {if}\ i \not \in S_l. \end {cases} 
















   

   
(8)

In Eq. 8, we omit the step notation t to simplify the nota-
tions, and we still assume Wl is pruned along the output di-
mension. In this equation, it is easier to see that N̂l

N̂
can bal-

ance the regularization strength given different layers. Due
to the property of our proposed partial regularization, the
term ∥(1− vl)⊙Wl∥2 also changes dynamically, since N̂l

is changed after updates of the AGN. As a result, if no ad-
justment is applied, no matter how large or small N̂l is, only
a constant value 1

Lαγ will be used for the soft-thresholding,
max(0, ∥(1 − vl) ⊙ Wl∥2 − 1

Lαγ), in all circumstances,
which is not reasonable. To accompany the changes of vl,
and consequently N̂l, we use N̂l

N̂
to dynamically balance the

soft-thresholding parameter between different layers. With
Eq. 8, we can efficiently update W with our proposed par-
tial regularization.

3.5. Network Pruning via Structural Alignment

We present the algorithm of our method in Algorithm. 1.
In Algorithm. 1, D is the training dataset; DAGN is a sub-
dataset within D and it is used to train AGN; p decides how
much FLOPs is preserved and it described in section 3.2; γ
and λ are hyperparameters to control the strength of RFLOPs
and Rw; E is the total number of epochs; Estart is the start
epoch to train AGN and apply Rw when optimizing model
weights. Note that, to reduce the overhead brought by train-
ing AGN, we only use a small sub-set sampled from D.
As we discussed in section 1, we need to set a start epoch
for AGN and Rw. If we apply Rw when training starts
(Estart = 0), it will largely restrict the final performance of
the whole model before pruning. Instead, we can have de-
served results if we start partial regularization in the middle
of the training process. The reason for this problem can

come from several perspectives. For example, at the begin-
ning of the training, the classification loss can not produce
accurate guidance for pruning since weights are not trained
properly. Consequently, it will produce a bad sub-network,
and following this sub-network only gives even worse re-
sults.

We summarize our method in Fig. 1. The inference path
when training model weights and the AGN are different,
and they are connected by partial regularization, which is
different from current one-shot pruning and soft pruning
methods. With this design, model weights are not directly
affected by the sub-network architecture, which creates a
smooth transition for the selected sub-network before and
after pruning.

4. Experiments
4.1. Settings

We use CIFAR-10 [26] and ImageNet [5] to evaluate
the performance of our method. Our method requires one
hyper-parameter p to control the FLOPs budget. The de-
tailed choices of p are listed in supplementary materials.
We choose ResNets [14] and MobileNet-V2 [49] for com-
parison. For CIFAR-10, we compare our method with other
methods on ResNet-56 and MobileNetV2. For ImageNet,
we select ResNet-34, ResNet-50, ResNet-101, and Mo-
bileNetV2 as our target models.

We set λ in Eq. 3 to 4.0 for all models and datasets. Sim-
ilarly, we set γ to 0.0005 for all settings. We set Estart at
20% of the total training epochs. Detailed numbers of Estart
are listed in supplementary materials. The range of Estart is
quite large, which is hard to be explored thoroughly. The
current setting already provides good results, but better set-
tings may also exist. To reduce the training costs of the
AGN, we random sample 5% of samples from the original
dataset for constructing DAGN. With this setup, the addi-
tional costs are less than 5% of the original training costs.
We train the parameters Θ of the AGN using ADAM [25]
with a start learning rate 0.001. Besides the training of the
AGN, we follow the standard training recipe of ResNets for
both CIFAR-10 and ImageNet. For MobileNet-V2, We fol-
low the training settings in their original paper [49]. After
training, we prune the model by using the sub-network gen-
erated from the AGN. The fine-tuning settings are similar
to the training setting. Due to space limitations, details of
training and fine-tuning are also presented in supplemen-
tary materials. In the experimental section, our method is
abbreviated as SANP: Structural Alignment for Network
Pruning.

4.2. CIFAR-10 Results

The results of CIFAR-10 are presented in Tab. 1. For
ResNet-56, our method achieves the best performance (in
terms of ∆-Acc) compared to other methods. Specifically,
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Table 1: Comparison of results on CIFAR-10. ∆-Acc represents the performance changes relative to the baseline, and +/−
indicates an increase/decrease, respectively.

Architecture Method Baseline Acc Pruned Acc ∆-Acc Pruned FLOPs

ResNet-56

DCP-Adapt [60] 93.80% 93.81% +0.01% 47.0%
SCP [23] 93.69% 93.23% −0.46% 51.5%

FPGM [18] 93.59% 92.93% −0.66% 52.6%
SFP [16] 93.59% 92.26% −1.33% 52.6%
FPC [15] 93.59% 93.24% −0.25% 52.9%

HRank [35] 93.26% 92.17% −0.09% 50.0%
DMC [9] 93.62% 92.69% +0.07% 50.0%

GNN-RL [57] 93.49% 93.59% +0.10% 54.0%
SANP (ours) 93.49% 93.81% + 0.32% 52.0%

MobileNetV2

Uniform [60] 94.47% 94.17% −0.30% 26.0%
DCP [60] 94.47% 94.69% +0.22% 26.0%
DMC [9] 94.23% 94.49% +0.26% 40.0%

SCOP [53] 94.48% 94.24% −0.24% 40.3%
SANP (ours) 94.52% 94.97% +0.45% 46.0%

(a) ResNet-56. (b) MoibleNet-V2.

Figure 2: (a) and (b): the average norm of channels with or without partial regularization for ResNet-56 and MobileNet-V2.

our method outperforms the second best method GNN-RL
by 0.22% regarding ∆-Acc (SANP +0.32% vs. GNN-RL
+0.10%) when pruning similar FLOPs (SANP 52.0% vs.
GNN-RL 54.0%). Our method also outperforms HRank
and DMC by 0.25% and 0.41% separately (DMC +0.07%
and HRank −0.09%). The gap between other methods and
our method is even larger. For MobileNet-V2, our method
prunes most FLOPs (46.0%) and achieves the best perfor-
mance (∆-Acc: +0.45%). Compared to the second best
method, DMC, our method prunes 6% more FLOPs and
outperforms it by 0.19%. SCOP also prunes 40% FLOPs,
and the gap between our method and SCOP is even larger
(0.69% better in terms of ∆-Acc). The uniform setting and
DCP prunes around 26% FLOPs, but the performance is
still worse than our method.

4.3. ImageNet Results

All results for the ImageNet dataset are shown in Tab. 2.
ResNet-34. Our method achieves 73.43% Top-1 accuracy
and 91.48% Top-5 accuracy, which is better than the base-
line by 0.19% and 0.16% for Top-1/Top-5 accuracy sep-
arately. At the same time, our method removes 44.1%
FLOPs, which is on par with other methods. It is obvious

(a) (b)

Figure 3: Top-1 and Top-5 accuracy after pruning given dif-
ferent settings.

that the advantage of our method is clear compared to other
methods. Our method prunes similar FLOPs to SCOP and
DMC. However, the ∆ Top-1 Acc of our method is 0.88%
and 0.92% better than SCOP and DMC, respectively, and
we have similar observations for ∆ Top-5 Acc (0.60% and
0.47% better than SCOP and DMC). Taylor has the second
best ∆ Top-1 Acc, but the pruned FLOPs is much lower
than our method (ours: 44.1% vs. Taylor: 24.2%). The ad-
vantage of our method compared to FPGM is more obvious.
ResNet-50. Our method achieves 76.47% Top-1 accuracy
and 93.00% Top-5 accuracy, which is also better than the
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Table 2: Comparison results on ImageNet with ResNet-34/50/101 and MobileNet-V2.

Architecture Method Baseline Top-1 Acc Baseline Top-5 Acc ∆ Top-1 Acc ∆ Top-5 Acc Pruned FLOPs

ResNet-34

FPGM [18] 73.92% 91.62% −1.29% −0.54% 41.1%
Taylor [42] 73.31% - −0.48% - 24.2%
DMC [9] 73.30% 91.42% −0.73% −0.31% 43.4%

SCOP [53] 73.31% 91.42% −0.69% −0.44% 44.8%
SANP (ours) 73.24% 91.32% +0.19% +0.16% 44.1%

ResNet-50

DCP [60] 76.01% 92.93% −1.06% −0.61% 55.6%
CCP [44] 76.15% 92.87% −0.94% −0.45% 54.1%

FPGM [18] 76.15% 92.87% −1.32% −0.55% 53.5%
ABCP [36] 76.01% 92.96% −2.15% −1.27% 54.3%
DMC [9] 76.15% 92.87% −0.80% −0.38% 55.0%

SCOP [53] 76.15% 92.87% −0.89% −0.34% 54.6%
PFP [34] 76.13% 92.86% −0.92% −0.45% 44.0%

CHIP [52] 76.15% 92.87% +0.00% +0.04% 48.7%
NPPM [8] 76.15% 92.87% −0.19% +0.12% 56.0%

Random-Pruning [30] 75.83% 92.92% −0.75% −0.40% 51.0%
GNN-RL [57] 76.10% - −1.82% − 53.0%
SANP (ours) 76.06% 92.86% + 0.41% + 0.17% 56.2%

ResNet-101

FPGM [18] 77.37% 93.56% −0.05% 0.00% 41.1%
Taylor [42] 77.37% - −0.02% - 39.8%
DMC [9] 77.37% 93.56% +0.04% +0.03% 56.0%
PFP [34] 77.37% 93.56% −0.94% −0.44% 45.1%

SANP (ours) 77.53% 93.71% + 0.61% + 0.29% 55.4%

MobileNet-V2

Uniform [49] 71.80% 91.00% −2.00% −1.40% 30.0%
AMC [17] 71.80% - −1.00% - 30.0%
CC [33] 71.88% - −0.97% - 28.3%

MetaPruning [38] 72.00% - −0.80% - 30.7%
Random-Pruning [30] 71.88% - −1.01% - 29.1%

SANP (ours) 71.91% 90.30% + 0.14% + 0.07% 29.1%

Settings Architecture Baseline Top-1 Acc ∆ Top-1 Acc Pruned FLOPs
One-Shot ResNet-34 73.31% −0.50% 44.0%

SANP 73.24% +0.19% 44.1%
One-Shot ResNet-50 76.13% −0.57% 56.0%

SANP 76.06% +0.41% 55.2%
One-Shot MobileNetV2 71.88% −0.42% 29.3%

SANP 71.91% +0.07% 29.1%

Table 3: Performance of pruned models given different
pruning settings on ImageNet.

baseline Top-1/Top-5 accuracy. The second best method,
CHIP, removes 48.7% FLOPs while maintaining the origi-
nal performance. Our method outperforms CHIP by 0.41%
in terms of the ∆ Top-1 accuracy while pruning near 8%
more FLOPs. NPPM is a strong baseline for ResNet-50, our
method outperforms by 0.60% in ∆ -Top-1 Acc. GNN-RL
and Random-Pruning are two recent pruning works. Our
method outperforms them by 2.23% and 1.16% separately,
while our method prunes more FLOPs. PHP, DCP, CCP,
and DMC have similar ∆-Top 1 accuracy. The gap between
our method and these methods ranges from 1.21% to 1.47%
regarding ∆-Top 1 accuracy. The advantage of our method
compared to the rest methods is more apparent.

ResNet-101. Our method achieves 78.14% Top-1 accuracy
and 94.00% Top-5 accuracy, which is 0.61% and 0.29% bet-
ter than the baseline Top-1 and Top-5 accuracy. Although
DMC prunes a little bit more FLOPs, it only achieves
77.41% Top-1 accuracy after pruning which is 0.73% lower
than our method. FPGM, Taylor, and PFP remove less than

50% FLOPs. Our method prunes at least 10% more FLOPs
and still has an advantage in terms of ∆-Top 1 accuracy
(from 0.66% to 1.55%).
MobileNet-V2. MobileNet-V2 is generally harder to
prune compared to ResNets. All comparison methods on
MobileNet-V2 remove around 30% FLOPs. Our method
achieves 72.05% Top-1 accuracy and 90.37% Top-5 accu-
racy, which is 0.14% and 0.07% better than the baseline
Top-1 and Top-5 accuracy. Given the similar pruning rate,
our method is 1.15%, 0.94%, 1.11% and 1.14% higher than
Random-Pruning, MetaPruning CC, and AMC separately
regarding ∆-Top-1 Acc. MetaPruning prunes most FLOPs,
but the performance is much lower than our method. In
short, our method can also be applied to lightweight CNNs,
like MobileNet-V2.

4.4. Analysis of Our Method

The effectiveness of partial regularization. To verify
whether our proposed partial regularization is effective, we
plot the average channel norm of different groups within
each block for ResNet-56 and MobileNet-V2 on CIFAR-10.
The results are shown in Fig. 2. The average channel norm
for the group with partial regularization and without partial
regularization are obtained by 1

N̂l

∑
i∈Sl

∥Wl[i,:,:,:]∥GL and
1

Cl−N̂l

∑
i ̸∈Sl

∥Wl[i,:,:,:]∥GL separately. Weights with par-
tial regularization are effectively aligned. On the contrary,
weights without partial regularization are lightly affected,
which justifies the strength of our proposed partial regular-
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Figure 4: (a, e): the impact of λ in RFLOPs. (b, f): the effect of the architecture of AGN. (c, g): the effect of Estart. (d, h):
the effect of different setups. Experiments are conducted on CIFAR-10 with ResNet-56 and p = 0.5 (a,b,c,d,e) and p = 0.35
(f,g,h).

ization.
The impact of λ. We study the impact of λ when train-
ing the AGN, and we plot the test accuracy and RFLOPs in
Fig. 4a and Fig. 4e. From the figures, we can see that if λ
is too large, it will have negative impacts on learned sub-
networks. Otherwise, our method is robust to λ,
The effect of AGN. In Fig. 4b and Fig. 4f, we plot the test
accuracy when learning the AGN given different pruning
rates. We construct a Simple baseline, which parameterizes
each channel by using one learnable parameter. We can see
that when the parameterization space shrinks, the perfor-
mance of learned sub-networks will be affected severely. In
addition, the learning is slower, and the best sub-network
performance is also much worse than using AGN.
The effect of Estart. In the method section, we argue that
inserting partial regularization in the middle training pro-
cess is beneficial. We plot the results of Estart = 0 and
Estart = 40 in Fig. 4c and Fig. 4g. In general, they can
find sub-networks with similar performance, but Estart = 0
is worse than Estart = 40 when the pruning rate is large
(p = 0.35). More importantly, the full model accuracy of
Estart = 0 is 92.96% (average across different runs), which
is around 0.50% worse than Estart = 40, which suggests
that using partial regularization at the beginning will limit
the capacity of the full model.
The effect of different setups. We construct two additional
baselines to see how partial regularization helps to produce
a better sub-network within the full model. The One-Shot
baseline directly trains the AGN on the pre-trained model.
The w/o Partial Regularization baseline set γ = 0, and
the rest settings are the same as our method. The related

results are shown in Fig. 4d and Fig. 4h. From these fig-
ures, we can see that partial regularization always produces
the best sub-network from the full model. In addition, ‘w/o
partial regularization’ is worse than the one-shot setting.
This is probably because it is hard to capture the changes of
model weights without partial regularization, which makes
the training of AGN much harder than the rest settings.
More comparisons on the ImageNet dataset. To fur-
ther show how our method improves the one-shot setting,
we present the sub-network performance before and after
fine-tuning for one-shot and partial regularization settings
in Fig. 3 and Tab. 3. From Fig. 3, we can see that partial reg-
ularization still produces better sub-networks on ImageNet,
and it is around 10% better in terms of Top-1 accuracy than
the one-shot setting for different models. The advantage of
partial regularization naturally extends to results after fine-
tuning, as shown in Tab. 3.

5. Conclusion

In this paper, we investigate how partial regularization
helps to produce a better sub-network for network pruning.
Specifically, our method uses AGN to guide partial regu-
larization across the training process. We further provide
an efficient way to update model weights through proximal
gradients. With these designs, partial regularization effec-
tively reduces the gap between the sub-network within the
full model and the pruned model. Our method then starts
from a better sub-network, thus resulting in a better final
pruned model. Extensive experimental results on CIFAR-
10 and ImageNet show the effectiveness of our method.
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